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Abstract 

The global IT management landscape has shifted from physical to virtual 

computing. The transition process that makes virtualized execution 

environments possible is controlled by the underlying software apparatus 

known as a hypervisor. Based on the design architecture and 

configuration, hypervisors differ in the degree of virtual machine 

isolation, making security a serious concern for technology adopters. This 

paper presents the security assessment of open-source hypervisors using 

attack vectors for guest-to-guest (G2G) and host-to-guest (H2G) 

penetrations. The study uses Proxmox VE and XenServer for Type 1 

hypervisors and Kernel Virtual Machine (KVM) and Oracle Virtual Box 

(OVB) for Type 2, with secondary data analysis based on software 

vulnerabilities and exposures retrieved from publicly available online 

databases. For clarity, the source codes of each hypervisor were scanned 

to identify vulnerable files in an experiment conducted on a Kali Linux 

testbed with prebuilt virtual machines, each hosting one hypervisor. The 

vulnerability level was determined using 11 attack vectors extracted 

qualitatively from relevant literature. The soft memory management unit 

was found to be the most common attack vector among all hypervisors. 

Type 1 hypervisors are far better at responding to virtual resource 

attacks, whereas type 2 hypervisors are more vulnerable to attacks that 

suffocate computational resources, especially virtual CPUs. OVB 

outperforms other hypervisors in terms of disk and network performance 

as it is more resistant to attacks involving I/O networking, interrupt and 

timer mechanisms, and hypercalls. The results also show that all 

hypervisors perform better against G2G than H2G attacks. For H2G 

attacks, the Proxmox VE and KVM have demonstrated better 

performance compared to other hypervisors. According to analysis, the 

most prevalent hypervisor flaws are mainly due to design faults rather 

than misconfigurations by adopters. To get rid of hypervisor weaknesses 

and fully capitalize on the technological shift from physical to virtual 
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computing, adopters should consider industry-accepted best practices 

when selecting, installing, and deploying open-source hypervisors.  

Keywords: Virtual Machine Isolation, Hypervisor Security, Open-Source 

Virtualization, Attack Vector 
 

INTRODUCTION 

As more businesses become fully dependent on cloud services, IT 

infrastructure shifts from physical to virtual computing to maximize 

utilization of hardware resources while drastically reducing operational 

costs on space, labor, power, and cooling expenses. Virtualization is also 

popular because of its advantages in mobility, portability, and easy 

software management (Stoyanov, 2024). The value of open-source 

software (OSS) is growing dramatically (Hoffmann et al., 2024), with 

reports showing that it currently leads in server applications. Using OSS 

solutions in the virtualization process provides further economic benefits 

(Liang et al., 2024; Gentile et al., 2024; Duy et al., 2024), taking 

advantage of their General Public License (GPL-GNU), which permits 

free software access and source code modification (MacDonald, 2013). 
 

Hypervisor software is a main apparatus used to virtualize server 

machines by creating, controlling, and managing multiple virtual 

machines running concurrently (Chen et al., 2023). A virtual machine is 

considered a fully functional computer with a guest operating system and 

virtual resources for processing (virtual CPU), memory (virtual RAM), 

storage (virtual HDD), and networking (virtual NIC) capabilities. Virtual 

machines are created to run on a single host system, with static, dynamic, 

and on-demand reallocation of server resources (Sinha & Thakare, 2023).  
 

Hypervisors are classified into two types based on their operation mode 

(Popek & Goldberg, 1974), type 1 and type 2 (Basu et al., 2019; Đorđević 

et al., 2024). Type 1 runs on hardware (Singh et al., 2016) as embedded, 

native, or bare metal, while Type 2 is hosted by the operating system 

(Vojnak et al., 2019), as indicated in Fig. 1. 

 
Figure 1: Hypervisor structure  

Source: Vojtesek & Pipis, 2016; Pandey, 2020 
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Although type 2 hypervisor is less trusted than type 1 (Obasuyi & Sari, 

2015; Felter et al., 2015) as it relies on the operating system, it is evident 

that the security of virtual machines remains uncertain in both types due 

to adopters' misconfigurations and hypervisor design faults (Ally et al., 

2018). The flaws are largely dependent on the hypervisor-predesigned 

virtualization method, which includes full virtualization (FV), 

paravirtualization (PV), hardware-assisted virtualization (HW-aV), and 

OS-level virtualization (OS-lV) (Rodríguez-Haro et al., 2012; Masood et 

al., 2014; Zhang et al., 2024). 

  

Both hypervisor types can fully control virtualized safety-critical 

embedded systems (Lozano et al., 2023), but because they place all files 

in a single target box to maximize resource utilization and server 

consolidation, they are considered vulnerable to high-risk attacks (Aalam 

et al., 2021). 
 

The attack vectors exploit the existing bugs, particularly when the 

hypervisor source code remains accessible, and the default settings are not 

well customized to meet security standards. The risk is high in open-

source software because of its freely accessible source code (Vainio & 

Vadén, 2012), its exponential growth, and inherent system bugs and 

vulnerabilities (Zajdel et al., 2022). Furthermore, when attackers gain full 

control of the hypervisor and its virtual machines in a cloud environment 

(Iqbal et al., 2016), which is a typical computing infrastructure, they pose 

a major security risk (Zoughbi, 2024) as it is complex to spot. Thus, this 

paper presents a comparative analysis of the security state of type 1 and 

type 2 open-source hypervisors using attack vectors in a virtual 

environment. Adopters who wish to reap the benefits of this technological 

paradigm shift can refer to this study to better grasp the hypervisor design 

strengths and security configurations from the outset of deployment. 
 

MATERIALS AND METHODS 

Extraction of Attack Vectors 

To determine the degree of isolation between virtual machines (VMs) and 

their underlying hosts, the study is designed to use the most common 

hypervisor attack vectors, extracted qualitatively from relevant literature 

(Perez-Botero et al., 2013). Using a deductive approach, eleven attack 

vectors were identified: soft memory management unit (soft MMU), 

virtual CPUs, interrupt and timer mechanisms, I/O and networking, 

hypercalls, remote management software, VM exits, hypervisor add-ons, 
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symmetric multiple processors, para-virtualized I/O, and VM 

management. Each attack vector was mapped to a hypervisor for G2G 

and H2G penetrations to determine the vulnerability level. 
 

Choice of Hypervisors 

The study chose to use economically stable (Freet et al., 2016) open-

source hypervisors released under the GNU/GPL license (Tu, 2000). 

Although different virtualization software provides varying performance 

(Morabito et al., 2015), the study is set to use the worldwide and most 

popular open-source solutions (Anwer et al., 2010; Kulkarni et al., 2012; 

Obasuyi and Sari, 2015; Ally, 2018). For type 1, the selected hypervisors 

are Proxmox VE (Proxmox VE, 2016, 2018, 2021; Goldman, 2016) and 

XenServer (XenServer, 2017; 2018). Proxmox VE combines Kernel-

based Virtual Machine (KVM) and Virtuozzo (OpenVZ) to support full 

virtualization and container-based virtualization (Kovari & Dukan, 2012), 

which are necessary for provision of all major compute, network, and 

storage functionalities in a single package (Obasuyi & Sari, 2015). 

XenServer is the most well-known platform used by the world's largest 

clouds to host mission-critical applications (XenServer, 2017; 2018). 
 

For type 2, kernel-based virtual machines (KVM, 2018, 2021; Hirt, 2010; 

Kiszka, 2010; Chirammal et al., 2016; Zhang et al., 2021) and Oracle 

VirtualBox (VirtualBox, 2011, 2018, 2021; Pandey, 2020; Reddy et al., 

2022) were used. KVM is Linux-dependent and is the default virtual 

machine manager for Redhat Enterprise Linux (RHEL). It can run in the 

CPU's most privileged and protected zone, ring 0. The selected 

hypervisors include all the features of typical virtualization software. 

Table 1 compares basic virtualization features for each hypervisor. 
 

Table 1: Characteristics of the selected hypervisors  

SN Supported Feature 
Type 1 Type 2 

Proxmox VE XenServer KVM OVB 

1 Virtualization Technique FV, OS-lV 
PV, HW-

aV 

FV, PV, HW-aV FV, PV, 

HW-aV 

2 Operating System 
Linux, MS 

Windows 

Linux, MS 

Windows 

Linux, MS 

Windows, Unix 

Linux, MS 

Windows 

3 Server Architecture x86, x64 x86, x64 x86, x64 x86, x64 

4 Number of VMs Varies  500 Various  128 

5 Number of Virtual CPUs 160 160 Various  Various  

6 Maximum RAM per VM 2,000 GB 128 GB 2 TB 1 TB, 16GB 

7 Software License (OSS) Yes Yes  Yes Yes 

8 Software Version 4.4 4.5.x 2.6.20 5.2 

9 Year Released  2016 2016 2007 2015 
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Vulnerability Analysis 

Vulnerability analysis of the selected hypervisors was performed using 

two techniques: text search and penetration testing tools. The text search 

was used to extract the number of hypervisor attack vectors as secondary 

data from the national vulnerability database (NVD, 2021, 2022), a public 

repository maintained by the US government. The database uses a system 

of unique identifiers (Mitre, 2024) known as Common Vulnerabilities and 

Exposure (CVE). 

 

Only vulnerabilities that matched the search criteria and keywords were 

returned, including the hypervisor product name, vendor name, CVE 

assigned unique number, and an open vulnerability and assessment 

language query. The retrieval process applied an advanced query 

processing model as a search technique to determine the degree of 

resemblance and correlation between attack vectors and hypervisor type 

using a similarity score (Panja, 2024). With an eight-year query period 

from 2015 to 2023, 11 items exactly matched the hypervisor attack vector 

for the four open-source platforms: Proxomox VE, XenServer, KVM, and 

Oracle Virtual Box. The detected vulnerabilities were rated based on their 

severity, with a focus on those with the most critical impact (Walkowski 

et al., 2021).  

 

A vulnerability analysis was also performed using recursive penetration 

tests to assess virtual machine isolation levels and identify vulnerable 

source files, attack sources, and access methods. This is a high-coverage 

approach because text matching does not capture all vulnerabilities 

(Zheng & Li, 2024). Given that vulnerability analysis of open-source 

code can be performed in a dynamic (Ghelani et al., 2022) and real-time 

environment (Ghelani, 2022), a virtual test lab was set up with an Intel® 

CoreTM i7-8565 CPU@1.80GHz, a 1.99GHz x64-based processor, 16 

GB of usable RAM, and a 64-bit operating system. The four hypervisors 

were installed as pre-built VMs to serve as attack targets.  

  

Kali Linux is considered a holistic penetration test solution (Yarlagadda, 

2024), with data capture from information gathering to exploitation of 

weak spots; therefore, the package was configured to run experiments 

concurrently (Ismaili, 2023; Nedyalkov, 2024) in both homogeneous and 

heterogeneous infrastructures. For clarity, each test was repeated three 

times, and vulnerabilities not directly related to hypervisors were treated 

as extraneous factors and so ignored and excluded from the analysis, 
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regardless of how they affected other layers of the virtual execution 

environment (Parast et al., 2022). These include, for example, security 

threats associated with the guest OS. The selected attack vectors are 

thought to be the most predominant issues that ideally affect hypervisor 

performance. 

 

RESULTS AND FINDINGS 

Hypervisor Attack Sources 

Understanding attack sources and access methods is vital for assessing the 

security of virtual machines and their underlying hypervisors. The 

findings reveal that the sources of attack vectors vary between 

hypervisors. The attack vector in each hypervisor varied depending on 

whether the attack points were local or remote. Furthermore, attack 

vectors were found to originate from either hypervisor design faults or 

adopter misconfigurations. Regardless of these differences, each 

hypervisor was found with vulnerable source files. According to the 

vulnerability analysis, nearly two-thirds of the attacks (15) were caused 

by design faults and locally executed (16 attacks), as indicated in Table 2. 

 
Table 2: Summary of Hypervisor Security Issues due to Attack Vectors 
Hypervisor Attack Vectors 

Total 
 

Weak Point (Source) Overall Attack Point 

Configuration
 

Design
 

Both Local
 

Remote
 

Both 

Proxmox 

VE
 1 4 0 4 0 1 10 

XenServer
 

1 4 0 3 1 1 10 

KVM
 

2 3 0 4 1 0 10 

OVB
 

2 4 0 5 1 0 12 

Total 6 15 0 16 3 2 42 

 

The results reveal that type 1 hypervisors are vulnerable to attacks that 

can occur both locally and remotely. Given the security state of all 

hypervisors, the Proxmox VE, XenServer, and KVM have slightly similar 

security strengths. On the other hand, OVB is more vulnerable than other 

hypervisors, with most attacks being caused by design flaws and locally 

executed. 

 

While the clear design flaw in Proxmox VE is a failure in automatic RAM 

allocation, the XenServer suffers from modified file formats of the raw 

disk image in the guest VHD. For type 2, the most vulnerable part of 

KVM is the unsecured vCPU index in source files related to 
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arch/x86/kvm/, as well as the core subcomponent, VDMA, and privilege 

escalation in guest machines for OVB. Table 3 summarizes the effect of 

each attack vector on each hypervisor. 

 

Table 3: Attack Vectors in each hypervisor 

 

As shown in Table 3, all four hypervisors were found to be vulnerable to 

at least five attack vectors, with a soft MMU being the most prevalent. 

The interrupt and timer mechanisms, I/O and networking, and hypercalls 

all have an impact on Proxmox VE, XenServer, and KVM. The soft 

MMU in Proxmox VE is caused by a failure of automatic RAM 

allocation, whereas in XenServer, the main cause is the presence of 

vulnerable source files such as include/asm-x86/debugreg.h and 

arch/x86/physdev.c, which modify the file formats of the raw disk image 

in the guest VHD. The soft MMU in type 2 hypervisors is caused by the 

failures in both the core subcomponent and VDMA for OVB, as well as 

the presence of vulnerable source files such as drivers/net/virtio_net.c and 

virt/kvm/ioapic.c for KVM. In all hypervisors, the attack vector is locally 

executed due to design weaknesses.  

 

Guest-to-Guest and Host-to-Guest Attacks 

According to the analysis, all four hypervisors are vulnerable to guest-to-

guest (G2G) and host-to-guest (H2G) attacks, whether performed locally 

or remotely, and whether caused by adopter misconfigurations or design 

Attack Vectors 

Open-Source Hypervisors 

Total Type 1 Type 2 

Proxmox 

VE
 XenServer

 
KVM

 
OVB

 

Soft MMU Yes Yes Yes Yes 4 

Virtual CPUs Yes No Yes Yes 3 

Interrupt and Timer Mechanism Yes Yes Yes No 3 

I/O and Networking Yes Yes Yes No 3 

Hypercalls Yes Yes Yes No 3 

Remote Management Software No Yes No Yes 2 

VM Exits No No No Yes 1 

Hypervisor Add-ons No No No Yes 1 

Symmetric Multiple Processor No No No No 0 

Para-virtualized I/O No No No No 0 

VM Management No No No No 0 

Total 5 5 5 5 20 
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flaws. The G2G and H2G attacks help to determine the level of virtual 

machine isolation. Vulnerability analysis reveals the possibility of a host 

attack from the guest machine, resulting in the breakout of the underlying 

internal physical kernel isolation. Table 4 shows the attack possibilities 

for the G2G and H2G in each hypervisor. 

 
Table 4: Summary of Hypervisor G2G and H2G Attacks 

Attack Vectors 

Type 1
 

Type 2 

Total 

(%) 

Proxmox 

VE
 XenServer

 
KVM

 
OVB

 

G2G H2G G2G H2G G2G H2G G2G H2G
 

Virtual CPUs √ √ X X √ √ √ √ 75 

Symmetric 

Multiple 

Processors 

X X X X X X X X 0 

Soft MMU √ √ √ √ √ √ √ √ 100 

Interrupt and 

Timer 

Mechanism 

√ √ √ √ √ √ X X 75 

I/O and 

Networking 
√ √ √ √ √ √ X X 75 

Para-virtualized 

I/O 
X X X X X X X X 0 

VM Exits X X X X X X √ √ 25 

Hypercalls √ √ √ √ √ √ X X 75 

VM Management X X X X X X X X 0 

Remote 

Management 

Software 

X X √ X X X √ X 25 

Hypervisor Add-

ons 
X X X X X X √ √ 25 

Total  5 5 5 4 5 5 5 4  

 

Analysis also shows that the rate of G2G attacks is consistent across all 

hypervisors, implying that they offer the same virtual machine isolation 

level. However, Proxmox VE and KVM are significantly more resistant 

to H2G attacks than XenServer and OVB. Fig 2 depicts G2G and H2G 

attacks across all hypervisors. 
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Figure. 2: G2G and H2G based on hypervisor attack vectors. 

 

DISCUSSION 

Essentially, all hypervisors are vulnerable to attack vectors, with the soft 

MMU being the most common. For attacks on computing resources such 

as virtual CPUs, XenServer was proven to be more secure than all other 

hypervisors. The result ties well with other studies that have reported 

optimal CPU performance in XenServer (Poojara et al., 2018). Unlike 

other hypervisors, the OVB is not vulnerable to interrupt and timer 

mechanisms, I/O and networking, and hypercalls, meaning that it 

provides better services for disk security and network performance. 

 

All four hypervisors have shown a similar pattern of results with a 

possibility to break down into an attack on the host hypervisor from the 

guest machine. This is consistent with what has been found by Bazm et 

al. (2017), who claimed that distributed side-channel attacks are true for 

H2G attacks and have more weight in terms of isolation violation in the 

virtual environment. From these results, it is clear that attacks due to 

design faults occur on all hypervisors, regardless of type, with major 

parameters being virtualization method, maximum capacity of virtual 

resource allocation, software maturity status, and host and guest OS 

compatibility. On the other hand, common parameters with impacts on 

security configurations include the incorrect choice of virtual 

infrastructure between homogeneous and heterogeneous, preloaded and 

prebuilt hardware-specific and open-source drivers, resource allocation 
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mode between static and dynamic methods, vulnerable default 

configurations and patches, nesting, virtual machine states between 

dormant and active, and guest unavailability. 

 

The prevalence of H2G attacks is also explained by Cheng et al. (2018) as 

the general breakout of physical kernel isolation. The study validates the 

two most infection layers (VM—VM and VM—OS) of the virtualized 

physical server, namely inter-virtual machine isolation (G2G) and VM-

hypervisor isolation (H2G) (Cheng et al., 2018; Ara et al., 2020). The 

finding was quite surprising that all four hypervisors are not vulnerable to 

symmetric multiple processors, para-virtualized I/O, or VM management 

attacks, implying that not every attack vector can penetrate at the G2G 

and H2G levels. 

 

While attacks on virtual CPUs are common in type 2 hypervisors, KVM 

adopters should pay close attention to interrupt and timer mechanisms, 

I/O and networking, and hypercalls throughout the configuration process, 

in line with KVM’s large vulnerability quantity stated by Chen et al. 

(2023). OVB adopters should be keen on attacks related to VM exits, 

remote management, and hypervisor add-ons. When all four hypervisors 

are screened, G2G attacks outnumber H2G attacks, meaning that 

penetration attacks between virtual machines occur more frequently than 

between virtual machines and their underlying hypervisors. This implies 

that all hypervisors are more vulnerable to G2G attacks than H2G, 

although they offer the same isolation level against G2G attacks. 

 

An important implication of these findings is that although type 1 

hypervisors are more secure than type 2 hypervisors due to the security 

state and overhead factor of the host OS, any hypervisor type can be 

considered vulnerable to security threats if major design flaws and 

software misconfigurations are not properly addressed by software 

vendors and adopters. Thus, the findings are of direct practical relevance 

for adopters in ensuring that all essential security parameters are 

addressed throughout the deployment and adoption process, regardless of 

the chosen hypervisor type. 

 

CONCLUSION 

In conclusion, it is evident that hypervisor security is critical for adopters 

to attain maximum performance in virtual machines. While the shift from 

physical to virtual computing is constantly becoming popular with the use 
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of OSS solutions, the choice of an appropriate and secure hypervisor that 

is free from vulnerabilities and capable of responding to attack vectors is 

vital for an effective deployment process. This study has clearly shown 

the isolation strength between virtual machines for G2G and H2G attacks 

provided by the open source-based type 1 and type 2 hypervisors. The 

main conclusion that can be drawn is that all four hypervisors are 

vulnerable to security breaches, mostly due to design flaws and adapters' 

misconfigurations.  

 

The study serves as a valuable resource for businesses and open-source 

adopters with a strategic plan to virtualize their computing resources. 

Further research should be conducted to explore isolation issues 

associated with container virtualization so that adopters can make 

informed decisions for the transition from physical to virtual computing.  

 

RECOMMENDATIONS  

Given the open-source nature of hypervisors and their widespread use in 

creating and managing virtual infrastructure, adopters should make 

significant efforts to overcome the possibility of G2G and H2G attacks, 

especially when open-source virtualization technology is used as a 

backend solution. Adopters should verify vulnerable source files on a 

regular basis, taking advantage of free access to open-source code. 

Throughout the deployment process, adopters should consider both 

software design and server configuration attributes, such as hypervisor 

upgrades, patching, and trusted software support sources. Adopters should 

also consider industry best practices, technology compliance and 

compatibility, feasibility studies, business process reviews, as well as a 

physical-to-virtual conversion plan. 
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